Multiple Dimensions of LSST Transient Detection: How do we detect things that go bump in the night that we have not yet thought of?
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A salient challenge for the Large Synoptic Survey Telescope (LSST) is how to recognize important transients, in real time, in a scene full of normal variations. The data stream will simply be too large for efficient transient identification by human analysts. The broad continuum of properties for both extraneous artifacts and interesting transients make them difficult to deal with on a piecemeal basis with hard-wired code. Understanding of the time domain is too incomplete to predict confidently the properties of important changes. We examine the potential of modern Machine Learning (ML) techniques for solving this problem. In particular, we discuss the application of ML techniques for automated anomaly detection that can identify transients without an a priori description. Many anomalies will be instrumentation errors; automating their identification will allow prompt action to maintain LSST data quality. But some of the anomalies are likely to be things that go bump in the night that we have not yet thought of.

**What is an Anomaly?**

Dictionary Gives two Definitions—

1) Deviation or departure from the normal or common order, form, or rule
2) One that is peculiar, irregular, abnormal, or difficult to classify.

• Anomalies do not permit positive definition of their properties—if we knew what they were, we wouldn’t call them anomalies.

**Anomaly detection** is an established branch of machine learning that is a fundamentally unsupervised learning method. Using unmarked data samples (from sub-samples of the archive itself), the anomaly detection algorithm provides a “simple” specification of the data. As illustrated in the figure to the right, similar objects cluster in complex regions of n-dimensional parameter space. Objects in the various feature regions can therefore be flagged as artifacts unworthy of follow-up or as real objects with a priority rated by the astronomer for follow-up. Data not described by this specification (the question mark points in figure) are treated as anomalies and identified for follow-up studies to determine its properties. Some anomalies will be instrumentation errors, by automating their identification will allow the system to “bootstrap” its knowledge and improve the response. But some of the anomalies will be rare astrophysical objects that are difficult to find any other way.

**Summary:** The LSST will find normal source variations and instrumental artifacts in every image, the key to success will be real-time identification of important variations in a “forest” of normal variations. To efficiently identify the important “things that go bump in the night”, the LSST will require multiple approaches to automated transient detection. For example, the integration of machine learning techniques and context information provided by virtual observatories with the real-time analysis pipeline will be essential for identifying fast transients while they are still present. An advantage of using machine learning (ML) techniques like anomaly detection algorithms is that they can find transients with properties we have not thought of. ML techniques also allow the system to be trained, both by mining its own data and by interacting with human analysts. This will give the system an ability to bootstrap its capabilities by ignoring artifacts “like that” or by finding more “like this” without generating new hard-wired code. ML techniques can therefore enable the efficient construction of queries for the LSST to act as an autonomous discovery engine that searches the night sky.